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Few-shot Learning:
Extreme few training samples (e.g., 1 or 5 ) for each category

Key Problems:
• How to transfer information or knowledge?
• How to select important information among the task?
• How to measure the similarity between the query image and classes?

Experiment Results:
Ablation Study:

Our Contributions:
• Propose a novel attention mechanism to explore discriminative semantic patches.
• Develop a trainable module to give the model the adaptive capacity.
• Achieve SOTA results on the miniImagenet and three fine-grained datasets.

Task-aware Local Representations:

Adaptive Threshold for Episodic Attention


